
Water confined to a slab geometry: a review of recent computer simulation studies

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

2004 J. Phys.: Condens. Matter 16 S5371

(http://iopscience.iop.org/0953-8984/16/45/005)

Download details:

IP Address: 129.252.86.83

The article was downloaded on 27/05/2010 at 18:59

Please note that terms and conditions apply.

View the table of contents for this issue, or go to the journal homepage for more

Home Search Collections Journals About Contact us My IOPscience

http://iopscience.iop.org/page/terms
http://iopscience.iop.org/0953-8984/16/45
http://iopscience.iop.org/0953-8984
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


INSTITUTE OF PHYSICS PUBLISHING JOURNAL OF PHYSICS: CONDENSED MATTER

J. Phys.: Condens. Matter 16 (2004) S5371–S5388 PII: S0953-8984(04)75664-7

Water confined to a slab geometry: a review of recent
computer simulation studies

Ronen Zangi

The Groningen Biomolecular Sciences and Biotechnology Institute, Department of Biophysical
Chemistry, University of Groningen, Nijenborgh 4, 9747 AG Groningen, The Netherlands

E-mail: r.zangi@chem.rug.nl

Received 20 January 2004
Published 29 October 2004
Online at stacks.iop.org/JPhysCM/16/S5371
doi:10.1088/0953-8984/16/45/005

Abstract
The dimensionality of a system largely determines the nature of any long range
order that is possible in the solid phase. For this reason considerable effort has
been directed towards elucidating the behaviour of materials under confinement
and at interfaces. This has ranged from theoretical studies that predict that a
truly two-dimensional solid cannot exist to studies on the use of confinement
to promote solidification in thin films. In this paper we review the results of
recent molecular dynamics simulations of water confined to a slab geometry.
The simulations predict that the freezing and melting of a monolayer and a
bilayer of liquid water can be induced at ambient conditions by changing the
distance between two confining parallel walls. The confined ice phases are
stable only for a small range of plate separations. This can be explained by the
ability of the structure of the confined ice phases to achieve optimal distance
and angle of hydrogen bonds only for a small range of gap values. Above the
film thickness of a bilayer, the degree to which the solid phase is enhanced due
to confinement is insufficient to freeze liquid water at ambient conditions. It
is also found that a bilayer of liquid water can supports two different phases
of liquid water that differ in the local ordering at the level of the second shell
of nearest neighbours and in the density profile normal to the plane. These
high- and low-density phases of confined liquid water suggest the intriguing
possibility of a liquid–liquid transition as a function of the film thickness.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

No chemical compound has been studied more extensively than water. Water plays a critical
role in living systems and most terrestrial chemical reactions, and as such is arguably the
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most important solvent in nature. Water is also fascinating from the physical perspective
due to its many unique properties compared to other liquids, the most famous of these being
the density maximum at 4 ◦C. The underlying reason for such anomalous behaviour is the
unique capability of water to form extensive hydrogen bonding interactions. Knowledge of
the behaviour of water confined to different geometries, with length scales comparable to that
of its diameter, is crucial for understanding many biological and geological processes as well
as for advancing technological developments at the nanoscale.

When liquids are confined between solid walls separated by only a few molecular
diameters, their structural and dynamical properties are drastically altered compared to that
of the bulk. This can be attributed in part to the changes that occur in liquids in the vicinity
of a rigid wall and in part to the two-dimensional character of the system. It is well known
that liquid next to a wall undergoes stratification that extends 2–3 molecular diameters into
the bulk [1]. The density profile along the direction perpendicular to the wall (the transverse
density profile) is qualitatively similar to the radial distribution function of a uniform liquid.
Although the former is a one-body distribution function, it can be viewed as the pair correlation
function (two-body distribution function) of all the particles with another particle that is fixed
in space with an infinite diameter (i.e. zero curvature) which is identified as the wall. The
magnitude and the range of the layered structure formed depend on the density of the liquid
and on the interactions of the particles with the wall. However, wall induced layering occurs
also in hard sphere systems. It originates from an excluded volume effect and yields the most
efficient packing geometry. If the density of the liquid is low enough the transverse profile has
only a single peak and resembles the radial distribution function of a uniform gas.

As a consequence of the layered structure, the normal stress acting on the walls (known
as ‘solvation forces’) as a function of the distance between the walls, H , oscillates between
attraction and repulsion with a periodicity approximately equal to the molecular diameter [2–
6]. These experimentally observed oscillations have also been seen in theoretical treatments
of model films using integral equations [7–9], density functionals [10, 11] and computer
simulations [12–18] and emerge from an abrupt addition/removal of whole layers as H is
increased/decreased. In order to observe the oscillatory nature of the solvation forces, the
confining walls have to be smooth on the molecular scale. If the gap between the confining
walls is larger than 7–8 particle diameters, then the dynamical properties of the liquid are
similar to those of the bulk. In this case, the layering against each of the walls can be
regarded independently and the liquid retains its fluidity. At wall separations smaller than
about seven particle diameters stratification is enhanced. Then, the effective viscosity and
molecular relaxation times of several liquids increase by several orders of magnitude and the
film develops a yield stress, indicating a transition to a solid-like state [2, 5, 18–23]. In some
cases the changes in the film properties were attributed to a glass transition [24]. Molecular
dynamics (MD) simulations also provide evidence for transitions to both solid [16, 25–29] and
glassy states [26, 30] as H is decreased.

Why is solidification promoted under confinement? The confined liquid state has a reduced
entropy, compared to that of the bulk, due to the restriction in the motion along the transverse
direction. Therefore, the difference between the free energy of the liquid phase and that of
the solid phase is smaller for the confined system than it is for the bulk. In some cases, the
more stable state at ambient conditions for a system under confinement corresponds to the
crystalline phase. It is found that the degree of the solid phase enhancement depends on the
nature of the liquid studied. For confinement induced freezing to take place it is necessary
that the molecules are able to establish in-plane interparticle connectivity. If the interactions
between the particles in the slab configuration are hindered it is possible that the free energy
of the solid state is also lowered and that the freezing point may shift to lower temperature
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than for the bulk. Therefore, the question is whether water under confinement can generate
an effective two-dimensional network of hydrogen bonds so that its freezing temperature is
higher than that of the bulk.

Another unique property of water is its rich polymorphism of crystalline phases. No other
known substance exhibits such a variety of forms. This is traceable to the anomalous density
increase on melting of ordinary ice. In spite of the diversity of the crystallographic cells and
the symmetries, the structures of the various ice forms have a simple common pattern that is
known as the ‘ice rules’ [31]. The structures of the ice phases are all built of discrete water
molecules which are little altered from their molecular configuration in the vapour phase. Each
water molecule forms four asymmetric hydrogen bonds (donating protons to two other water
molecules and accepting protons from another two) making a tetrahedral bond framework that
extends across the entire crystal [32–34]. While in hexagonal and cubic ice the tetrahedral
geometry is nearly perfect, in most other ice phases distortions from ideal geometry occur.
This involves substantial bending of the hydrogen bonds at the expense of bond strength.
The extent of the hydrogen bond bending increases progressively with the packing density
(except for ices VII and VIII). Nevertheless, there is no change in the molecular geometry of
the individual water molecule. Hydrogen bonding interactions are insufficient to initiate the
rehybridization of the sp3 hybridized oxygen atom and thus a change in either the molecular
H–O–H angle or in the spatial distribution of the electron lone pairs. Although, the hydrogen
bonding network formed by water is incompatible with a two-dimensional geometry it is
expected that the molecular geometry of the individual water molecule is preserved and the
degree of the hydrogen bond distortion (from a collinear angle) would be in the range of the
distortions found in the high-pressure bulk ice phases.

2. Water monolayer

The results described below were obtained by MD simulation of water confined to a monolayer.
The five-site, tetrahedrally coordinated, TIP5P model [35] was used to describe the water
molecules. The TIP5P water model was chosen because it represents the electron lone pair
sites explicitly. This favours formation of hydrogen bonds in a tetrahedral geometry. The
water molecules were confined between two parallel walls that are separated by a distance
H . Each wall was modelled by a triangular arrangement of atoms out of registry with respect
to the other wall. The wall–water interactions were modelled by a Lennard-Jones potential
representing approximately the van der Waals interaction between a water molecule and a
quartz (SiO2) surface. Thereby, the simulations pertain only to surfaces that cannot form
hydrogen bonds with the water molecules. All simulations were performed using a constant
number of particles, N , and each system was coupled to a thermal bath using a Berendsen
thermostat [36]. Additional details about the methodology used can be found elsewhere [37].

Results from simulations with 780 water molecules, for lateral pressures, Pl, of 1 and
100 bar and temperature T = 300 K, are presented below. The lateral diffusion coefficient
for plate separations in the range 0.41 nm � H � 0.59 nm is shown in figure 1. At
H = 0.51 nm there is a sharp drop of 3–4 orders of magnitude in the value of the lateral diffusion
coefficient indicating that the water molecules of the monolayer transform to a frozen state.
At H = 0.57 nm the lateral diffusion coefficient increases again to values that characterize
high fluidity. At this point the monolayer transforms into a bilayer of liquid water. The value
of the lateral diffusion coefficient of liquid water in the monolayer is higher than in the bilayer
due to the presence of interlayer hydrogen bonds in the bilayer resulting in an increase in
connectivity and a decrease in mobility. It is also slightly higher than the diffusion coefficient
of the experimental value of the bulk (2.30 × 10−5 cm2 s−1) and the TIP5P model value [38]
(2.62 × 10−5 cm2 s−1) at T = 298 K. The degrees of spatial order of the oxygen atoms as
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Figure 1. The lateral (in-plane) diffusion coefficients for a monolayer (0.41 nm � H � 0.56 nm)
and a bilayer (H � 0.57) of water (N = 780 molecules) as a function of the distance between the
confining parallel plates at T = 300 K. This figure was taken from [37].
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Figure 2. The oxygen–oxygen radial distribution function for a monolayer of liquid water
(H = 0.47 nm), monolayer ice (H = 0.53 nm) and a bilayer of liquid water (H = 0.58 nm).

indicated by the O–O radial distribution functions for H = 0.47, 0.53 and 0.58 nm are shown
in figure 2. The short range order in the plots corresponding to H = 0.47 and 0.58 nm reflects
the disorder of the liquid phase. However, the long range order at H = 0.53 nm indicates
that the system has the characteristics of an ordered crystalline phase. In the calculations of
the radial distribution function, the normalizing volume element was taken be cylindrical in
accordance with the system geometry.

This freezing transition occurs at a temperature (T = 300 K) well above the freezing
temperature of a bulk TIP5P water (T < 270 K). The first peak in the radial distribution
function in all phases appears at the same value of the interparticle distance (r = 0.28 nm).
For the monolayer ice the second peak is located at (r = 0.45 nm), similar to the location that
appears for bulk water. However, for the two liquid phases of water (H = 0.47 and 0.58) the
second-nearest neighbour peak around 0.45 nm is missing. This is a consequence of arranging
particles in a single plane where the next nearest neighbours of a three-dimensional arrangement
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Figure 3. The transverse distribution of the density of oxygen atoms for different plate separations,
H . This figure was taken from [37].

are not present. This implies that the monolayer ice is characterized by a correlated out-of-
plane configuration while the two layers of liquid water at H = 0.58 nm (which is the smallest
gap between the walls that support a bilayer system) is uncorrelated and can be regarded as
two monolayers. This argument can be shown in the transverse density profile displayed in
figure 3. The distributions reveal that the liquid state of the monolayer is characterized by a
unimodal distribution. As H approaches the transition point (H = 0.51 nm), the distribution
starts to develop two peaks adjacent to the walls. There is a clear bimodal character for
H � 0.51 nm. A transformation from a homogeneous to a split normal density distribution
of each layer in confined solids as a function of the parallel plate separation is a fingerprint
of a buckling transition. Buckled phases were first observed in monolayers [39–44] and later
in multilayers [45, 46] of colloidal particles. The transition to a bimodal distribution of the
transverse density is coupled to an in-plane order–disorder transition. The lateral ordering
takes the form of linear or zigzag rows of particles which are buckled against each other. The
manifestation of the buckling transition enhances as the number of layers decreases.

Figure 5 shows a configuration after equilibration from a simulation of monolayer water
(H = 0.47 nm), monolayer ice (H = 0.53 nm) and bilayer water (H = 0.58 nm). The
structures reflect the picture that emerges from the behaviour of the dynamics, the normal
density profiles and the radial distribution functions. The ice monolayer has an in-plane
rhombic symmetry with respect to the positions of the oxygen atoms. The out-of-plane
positions correspond to a linear buckled phase. Figure 4 displays the distribution of the
hydrogen bond angles. It shows that this out-of-plane displacement, together with the rhombic
arrangement of the nearest neighbours, results in a hydrogen bond angle distribution with
maxima at 164◦ and 139◦. At the same time it allows each water molecule to be involved
in four hydrogen bonds according to the Bernal–Fowler ice rules [31]. Each water molecule
donates to and accepts from its nearest neighbours present in the other vertical plane one
hydrogen bond (this corresponds to the lower degree of the hydrogen bond bending, the peak
at 164◦). In addition each water molecule donates to and accepts from its nearest neighbours
present in the same vertical plane one hydrogen bond (this corresponds to the higher degree of
the hydrogen bond bending, the peak at 139◦). The situation where half of the water molecules
donate (and the other half accept) two hydrogen bonds from their nearest neighbours in the
same plane is unfavourable since the molecular H–O–H angle is smaller by ∼6◦ than the two
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Figure 4. The hydrogen bond angle distribution. The ratio of the areas under each of the
plots corresponds to the ratios of the average numbers of hydrogen bonds per molecule, namely,
2.8:3.8:3.5 for H = 0.47, 0.53, 0.58 nm respectively.

Figure 5. (Colour online) Lateral (in-plane) and transverse (out-of-plane) views of instantaneous
configurations for (a) a water monolayer, (b) an ice monolayer and (c) a high-density bilayer of
liquid water. Hydrogens are depicted in white. Oxygen atoms that lie above and below the mid-
plane along the normal axis are depicted in dark grey (magenta) and light grey (cyan), respectively.
This figure was taken from [37].

molecular angles that involve the lone pair electrons. This situation would lead to a greater
distortion of the hydrogen bonds. In the liquid phase the hydrogen bond angle distribution is
unimodal with a maximum at 159◦ for the monolayer and at 157◦ for the bilayer. The density
of the ice monolayer is in the range 0.90–0.91 g ml−1. This is higher than the density of the
water monolayer (0.79–0.87 g ml−1) but lower than the density of the bilayer water examined
in this study (1.11–1.16 g ml−1).

In contrast to the structure of the hexagonal ice that is characterized by a random
arrangement of the hydrogen atoms, in the ice monolayer the positions of the hydrogen atoms
are ordered. This can be explained by calculating the residual entropy (the entropy at low
temperatures) of the ice monolayer. As shown by Pauling [47] for the hexagonal ice, Ih,
the calculations reduce to the evaluation of the total number of possible orientations of the
water molecules, W . The treatment considers the oxygen atoms fixed in space. In rhombic
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Figure 6. A schematic diagram displaying the possible hydrogen bond connectivity of a water
molecule with its nearest neighbour in an ice monolayer. Only the hydrogen atoms of the central
molecule are shown. Different shading depicts oxygen atoms in different planes. Note that the
configuration with the lowest degree of hydrogen bond distortion (i.e. the configuration with the
lowest energy) is only doubly degenerate (corresponding to configurations (a) and (b)).

symmetry, each water molecule is surrounded by four nearest neighbours. Figure 6 shows the
oxygen atoms of the water molecules in a buckled rhombic symmetry (different colours depict
atoms in different planes). Only the hydrogen atoms of the central molecule are shown. The
configuration shown in (a) is the one that we found in the monolayer ice and it has the lowest
degree of hydrogen bond distortion; thus, it corresponds to the configuration with the lowest
energy. It is equivalent to the configuration shown in (b), and can be obtained by rotating the
central water molecule in (a) by 180◦. The configurations in (c) and (d) are not equivalent
to (a) since the O2–O–O3 and O4–O–O1 angles are larger than the O1–O–O2 angle which
led to a larger distortion of the hydrogen bonds. It is also possible to fill the entire space
by alternating the configurations shown in (e) and (f). However, the configuration in (e) is
unfavourable in comparison to that in (a) since the molecular H–O–H angle is smaller by ∼6◦
than the two molecular angles that involve the lone pair electrons, a situation which also leads
to a greater distortion of the hydrogen bonds. Therefore, the number of possible orientations
for the hydrogen bond connectivity of a water molecule with the nearest neighbour molecules
(labelled 1, 2, 3 and 4) that have the lowest energy is 2. The chance that the neighbouring
molecules will permit a given orientation is 1/4. In (a) for example, there is a probability
of 1/2 that molecule 1 will point the lone pair electrons towards the central molecule, and a
probability of 1/2 that molecule 2 will do the same. The probability that molecule 3 and 4 will
point their hydrogens towards the central molecule will be taken into account when summing
over all N molecules. The total number of configurations for N molecules is then W = (2/4)N ,
which mean that there is no residual entropy, S0 = kB ln(W ), in the ice monolayer. Therefore,
the hydrogen positions must be ordered, as is evident in figure 5(b). In hexagonal ice, Ih, all
six orientations are possible (they are equivalent due to the crystal symmetry) and the residual
entropy is NkB ln(6/4).

The freezing transition to a monolayer ice was also obtained in simulations performed
at constant area, A, and plate separation, H (N, T, A, H ensemble). This and the strong
van der Waals loop observed for the lateral pressure–area isotherm indicate that the transition
is first order [37]. In a set of simulations, the freezing is induced by changing the area A.
Figure 7 shows that for a certain value of A there is a phase seperation between water
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Figure 7. Results from a simulation at constant number of particles, N , area, A, plate separation,
H = 0.50 nm, and temperature, T = 300 K, showing the coexistence between a water monolayer
and an ice monolayer obtained at A = 57.0 nm2. This figure was taken from [37].

monolayer and ice monolayer. In addition, the potential energy of the system displays a
sharp linear decrease which is a consequence of the lever rule partitioning of a first-order
transition. Other simulations in which the system is coupled to a thermal bath in the range
265 K � T � 380 K indicate that at appropriate values of H freezing can also be induced
by decreasing the temperature. They also indicate that the region of stability (in terms of H
and A) of the ice monolayer increases as the temperature decreases. However, at small wall
separations (H � 0.45 nm) and low lateral pressures (Pl � 3 kbar) the system remained liquid
even at temperatures as low as 265 K.

As mentioned before, the simulations pertain only to surfaces that will not disrupt the
hydrogen bond connectivity of the water molecules. The structure of water next to substrate can
be changed due to competing interfacial interactions [48]. They can induce epitaxial freezing
with the underlying lattice structure of the surface. The structure of water were reported on
the surfaces of muscovite mica [49–53], Ru(001) [54, 55], MgO(100) [56], NaCl(100) [57]
and confined in an organic slit-shaped nanospace [58].

When interfacial interactions dominate the system, information concerning the intrinsic
physics of confinement is hidden. Porter and Zinn-Warner studied water confined between
mercury surfaces, a system where the wall–water interaction is relatively weak [59, 60]. They
found that the Young’s modulus of two-dimensional ice shows a maximum value (of ∼20%
of that of bulk ice Ih) around a junction separation of 0.58 nm. The elastic modulus changed
non-monotonically by a few orders of magnitude with small changes in film thickness. This
behaviour led the authors to raise the intriguing possibility of a confinement-driven buckling
transition occurring as a function of film thickness in the system. Although these experimental
studies were conducted at T = 265 K, we argue that the origin of this behaviour of water
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Figure 8. The lateral (in-plane) diffusion coefficients of water (N = 1200) as a function of
the distance between the confining parallel plates for two values of the lateral pressure, Pl, at
T = 300 K. This figure was taken from [61].
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Figure 9. The radial distribution function of oxygen atoms. Note that the location of the second
peak in the bilayer ice (H = 0.66 nm) is shifted to smaller values of r compared to the hexagonal
ice case while in the liquid phases at H = 0.58 and 0.86 nm it is completely missing.

is confinement induced freezing (to buckled ice monolayer) and melting as predicted by the
simulations.

3. Bilayers and trilayers of water

The structure of the bilayer of liquid water shown in figure 5(c) is strained, as its radial
distribution function is missing the peak at r = 0.45 nm. The restricted distance between the
confining walls acts as a constraint and prevents the system from relaxing to a more optimal
configuration. The existence of a constrained liquid structure suggests a transition to a more
relaxed state upon increasing H .

Results from simulations with 1200 water molecules, for lateral pressures, Pl, of 1 and
100 bar and a temperature of T = 300 K, are presented below. Figure 8 shows the lateral
diffusion coefficient for plate separations in the range 0.57 nm � H � 1.14 nm. A similar
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Figure 10. The transverse density profile of oxygen atoms for different values of plate separation H .

behaviour that characterizes the monolayer system is observed in this case as well. At
H = 0.64 nm the lateral diffusion coefficient drops by about three orders of magnitude.
At this point, the dynamics of the molecules changes from free diffusion to small amplitude
fluctuations around fixed positions with occasional cooperative jumps. Figure 9 displays the
oxygen–oxygen radial distribution functions for various plate separations. The short range
order in the plots corresponding to H = 0.58, 0.74, 0.78 and 0.86 nm reflects the disorder
of the liquid phase. However, the long range order at H = 0.66 nm (the peaks in g(r)

persist throughout the entire box [61]) indicates that the system has adopted a crystalline
phase. Examination of the density profile along the transverse direction (figure 10) of the
oxygen atoms of the bilayer ice (for the entire range of values of H that span its region of
stability) reveals that the distribution is bimodal: one peak for each layer. Despite the absence
of a buckling transition as occurred for the ice monolayer, the degree of the hydrogen bond
distortions is relatively small. The O–H–O angle distribution is peaked at around 155◦ [61].
The average number of hydrogen bonds per molecule in the bilayer ice is 3.8 while in the
bilayer phases of liquid water it is 3.4. Figure 11 shows the instantaneous configurations for
H = 0.66, 0.74 and 0.86 nm. The in-plane symmetry of the oxygen atoms in the ice bilayer
is rhombic with a distorted in-registry arrangement between the two layers. The hydrogen
positions are ordered. The out-of-plane hydrogen bond connectivity exhibits order that is built
of two alternating rows of water molecules that point their hydrogens toward the oxygens
present in the other layer. The density of the bilayer ice is estimated to be in the range
1.01–1.05 g ml−1. The freezing and melting transitions were found to be first order; however,
the lateral pressure–area isotherms indicate that the discontinuity is much weaker than that
observed for the water monolayer [61].

On further increase of the distance between the two confining walls, the bilayer ice melts
to a bilayer of liquid water that is different to the one found at 0.57 nm � H � 0.63 nm.
The effect of higher lateral pressure is to destabilize the ice bilayer as shown in figure 8. The
melting transitions occur at H = 0.72 nm for Pl = 1 bar and at H = 0.70 nm for Pl = 100 bar.
The transverse density profiles of the oxygen atoms of the large-H and small-H bilayers of
liquid water are different. The curve for the liquid phase that is stable at larger values of the
plate separation indicates that the distribution of each of the two layers is split. This is shown
in figure 10 for H = 0.74 and 0.78 nm (for H = 0.74 nm the splitting is evident only as
‘shoulders’ on the main peaks). The ratio between the intensity of the peaks is very similar to
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Figure 11. (Colour online) Lateral and transverse views of instantaneous configurations for (a)
a bilayer ice, (b) a low-density bilayer of liquid water and (c) a trilayer of liquid water. Oxygen
atoms in different layers are depicted in different grey scale (colours).

those of confined solids corresponding to a two-layered buckled phase [45, 46]. However, in the
liquid phase there is an overlap between the peaks resulting from diffusion of particles between
the different planes. The density of the small-H bilayer of liquid water is estimated to be in the
range 1.02 g ml−1 � H � 1.11 g ml−1 (high-density phase) while that of the large-H bilayer
of liquid water is in the range 0.87 g ml−1 � H � 0.97 g ml−1 (low-density phase). In addition
to the different behaviour of the transverse density profiles, the radial distribution functions of
the oxygen atoms of the high- and low-density liquid phases confined to a bilayer also exhibit a
qualitative difference. The second peak in the radial distribution function for the bilayer ice is
shifted toward a lower value of the interparticle separation (r = 0.41 nm) as compared to that
in bulk hexagonal ice. This indicates distortions from ideal tetrahedral coordination around
each water molecule, which has also been observed experimentally for bulk ice phase [32–34]
and bulk liquid water [62] at higher pressures. In this case, the accommodation of neighbours
at distances in the range 0.3–0.4 nm (which allows structures with high densities) is too far
for direct hydrogen bonding with the central molecule, but still close enough for dispersion
interactions to be significant. The second peak of the radial distribution function of the low-
density bilayer of liquid water is also at r = 0.41 nm for H = 0.74 nm. However, it shifts to
larger values of around r = 0.45 nm (i.e. to a more optimal configuration) as the gap between
the confining walls increases (H = 0.78 nm). Hence, the low-density liquid phase has a local
ordering similar to that of the bilayer ice, whereas the high-density liquid phase has a local
ordering similar to that of a monolayer of liquid water. The shift of the second peak in the radial
distribution function to lower values of r was also observed in x-ray and neutron scattering
experiments on liquid water confined in pores of poly(2-hydroxyethylmethacrylate) [63], in
Vycor glass [64, 65] and at a hydrophobic surface [66]. These studies concluded that the
molecular structure of water in an environment that disrupts its ability to establish a tetrahedral
network of nearest neighbours exhibits a distortion at the second-neighbour level. In these
cases, a hump in the radial distribution function at around r = 0.37 nm is observed while the
packing of the first neighbours is not significantly affected.

These results suggest that at higher temperatures or at higher lateral pressures, where the ice
bilayer becomes unstable with respect to either of the liquid phases, a direct transition between
the two liquid phases would be possible. Computer simulations of supercooled bulk liquid
water suggest the existence of a second critical point below which the liquid phase separates into
high- and low-density liquid phases [67–69]. It has been suggested that these two liquid phases
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of water are closely related to the phases that exist at lower temperatures, namely, low-density
amorphous ice (ρ = 0.94 g ml−1) and high-density amorphous ice (ρ = 1.19 g ml−1) [70]. A
first-order transition between these two amorphous phases of ice is induced by increasing the
pressure. Structural analysis by means of x-ray diffraction showed that while the first peak in the
radial distribution function is hardly changed, the second peak in the high-density amorphous
ice is broad and split into two peaks near 0.37 and 0.47 nm [71]. Experimental evidence for such
a liquid–liquid transition in water is hard to obtain due to nucleation that occurs in that region
of the phase diagram; however, a liquid–liquid transition has been experimentally observed
in fluid phosphorus [72]. A liquid–liquid phase transition has been reported also in Monte
Carlo studies of confined water between a bilayer liquid with a split normal density profile and
a trilayer liquid at T = 235 K with the ST2 model potential for water [73]. Another study
using a restricted ensemble Monte Carlo method predicted the existence of four supercooled
bulk liquid water phases at T = 235 K [74, 74]. We note that it is argued that a liquid–liquid
phase transition in a single-component system is also possible even if there is only one crystal
structure and no density anomaly [75].

A transition to a trilayer of liquid water occurs at H = 0.86. At this value of H , the liquid
phase has the same structure as the monolayer and the high-density bilayer of liquid water. The
radial distribution function (figure 9) shows that the second peak (located at r = 0.41 nm for the
low-density bilayer of liquid water) is missing. It is found that the same structural properties
are present when the system transforms to a four-layer liquid system (H = 1.14 nm) [61].
This is due to the fact that when the value of H is just enough to allow a transformation to
a larger number of layers, the arrangement of the water molecules with respect to each other
has to be modified due to the spatial constraints and the resulting liquid phase has a higher
density. No freezing was observed at any value of plate separation that confined water to
three layers at T = 300 K and ambient pressures (figure 8). Further simulations of water
at the same conditions confined to 4–8 layers (1.15 nm � H � 2.56 nm) also indicate that
water remains in the liquid phase (the lateral diffusion coefficient was found to be in the range
(2–3)×10−5 cm2 s−1) which is comparable to the diffusion coefficient of the bulk. This means
that above the film thickness of a bilayer, the degree to which the solid phase is stabilized due
to confinement is insufficient to freeze liquid water at ambient conditions. These findings
are consistent with experimental measurements of the effective viscosity of water confined
between mica surfaces [76] and can be attributed to the incompatibility between the tetrahedral
arrangement of water and a slab geometry.

4. The influence of an electric field

When a sample of a polar liquid is exposed to an external electric field it undergoes polarization.
At small electric fields the polarization is linearly proportional to the applied field. At
high electric fields, deviations from linearity occur and the polarization eventually saturates.
This behaviour for the case of bulk liquid water has been observed experimentally [77] and
computationally [78–82]. It is found that the polarization curve fits well to the classical
Langevin function. Thus, at high field strengths the polarization becomes constant and the
resulting dielectric constant falls to unity. The favourable energetic interaction of the electric
field with the dipole moment of the molecules reduces the entropy of the liquid phase due to
the restriction of the orientational degrees of freedom along axes perpendicular to the applied
field. Therefore, the difference in entropic contribution to the free energy between the liquid
phase and the solid phase diminishes. In this case, if the entropy reduction is large enough and
the interactions between the molecules are strong, the most stable phase would correspond to
the crystalline phase. This phenomenon was demonstrated by studies of substrate nucleation
of water by polar and non-polar amino acid crystals [83]. It was found that the crystals that
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have a polar axis induce freezing at temperatures 3–5 ◦C higher than the crystals that do not
have a polar axis. Since the substrate crystal structures did not have any match with the crystal
structure of ice, the findings were interpreted in terms of an electric field mechanism that helped
align the water molecules into a proton ordered ice nucleus, polar along its hexagonal axis.
This mechanism for explaining the change in the freezing temperature is essentially kinetic in
origin. A thermophysical explanation for the observed behaviour which predicts an elevation
of the equilibrium freezing temperature was also offered [84]. The significance of the results
is that an electric field mechanism may be of general applicability for ice nucleation.

In computer simulations, upon decreasing the temperature, phase trajectories tend to
become trapped in regions corresponding to metastable glassy states [67]. Within the timescale
of a typical simulation, such glassy states prevent the spontaneous homogeneous nucleation
of ice. However, due to the promotion of freezing under the action of an electric field, several
computational studies have reported spontaneous freezing of bulk liquid water [85–90]. It is
found that under a field strength of about 5 V nm−1 and at temperatures of T ∼ 250 K bulk
liquid water undergoes crystallization to cubic ice. At lower temperatures (225–240 K) and at
pressures of 3–5 kbar the water crystallizes to a previously unknown polymorph of ice which
was denoted ice XII. Freezing to a crystalline phase was also observed in simulations of water
between two charged platinum surfaces, 4 nm apart. It was found that when the charge density
of the surface is high enough (35.40 µC cm−2 corresponding to an external electric field of
40 V nm−1), water at a temperature of T = 300 K restructures itself and eventually crystallizes
into a structure with domains of distorted cubic ice [91]. Depending on its strength, an electric
field can weaken or destroy the hydrogen bonding network [92]. The anomalous behaviour
of the polarization with increasing temperature observed in medium-sized water clusters has
been attributed to an interplay between the water–water interactions and the interaction of the
electric field with the water molecules [93, 94].

The following results were obtained from constant volume simulations with 1200 water
molecules at T = 280 K, H = 0.92 nm with an applied, static and uniform, electric field (with
magnitude of 5 V nm−1) along the y-axis. The strong electric field applied in computational
studies is necessary to accelerate the process of homogeneous nucleation which in many
cases would otherwise far exceed typical simulation times. Field strengths of ∼5 V nm−1

are comparable to that experienced by water molecules within molecular distances from the
surfaces of certain types of biopolymer [95]. It is also comparable to the fields generated by
cracks in crystals [83] and within the operating range of lasers. Crystallization of confined
liquid water under the influence of an external electric field along the lateral direction was
observed during the simulations at certain plate separations [96]. A plate separation of
H = 0.92 nm corresponds to a slab with the thickness of three layers of water. The structure
of ice obtained at low densities A = 46.24 nm2 (ρ = 0.85 g ml−1) corresponds to the cubic
ice phase. The in-plane structure of the hydrogen bonding network forms hexagonal rings.
However, the rings are elongated along the y-axis, the direction of the applied electric field.
The oxygen atoms that form the rings do not lie in the same plane. Upon lateral compression
to A = 36.00 nm2 (ρ = 1.09 g ml−1), a first-order transition to a high-density ice phase
takes place. The in-plane symmetry of all three layers is rhombic, the same as that of the in-
plane structure of the monolayer and the bilayer ice phases found in the absence of an electric
field. The structure of the two ice phases found can be seen in figure 12 for A = 40.96 nm2.
It corresponds to a coexistence between the low-density and high-density ice phases with
approximately equal amounts of each phase. For both ice phases the positions of the protons are
ordered in such a way that the dipole moment of the water molecule is aligned along the applied
field. The pair correlation function of the oxygen atoms for the two phases in isolation and for
the system in coexistence is displayed in figure 13. The curve for A = 36.00 nm2 exhibits a



S5384 R Zangi

Figure 12. (Colour online) The instantaneous lateral configuration obtained at T = 280 K,
H = 0.92 nm and A = 40.96 nm2, under the action of an electric field along the y-axis
(|E| = 5.0 V nm−1) showing the coexistence between two different ice structures. Oxygen atoms
are depicted in light grey (blue), hydrogen atoms in grey and the lone pair electron sites in dark
grey (red).

second maximum, due to the second shell of nearest neighbours, at around r = 0.37 nm. In
contrast, the curve for A = 46.24 nm2 has a minimum at r = 0.37 nm. As mentioned before,
this is in agreement with experimental observations from studies of the structure of water in a
hydrogel [62, 63], of water in contact with a hydrophobic surface [66] and of the high-density
amorphous ice [71]. The strong discontinuity observed is in contrast to the behaviour of a
similar transition, between two confined solid phases with different symmetries, found for a
hard sphere system [97]. The difference can be attributed to the deep attractive well of the
intermolecular interactions between the water molecules that favours a first-order transition.

Additional simulations at other values of plate separations were performed. For some
values of H no crystallization was observed. However, for H = 1.14, 1.36 and 1.86 nm
crystallization due to the application of the electric field was observed. The density of the
ice phases obtained is similar to that of the low-density ice phase found at H = 0.92 nm.
The structure corresponds to proton ordered cubic ice [96]. Freezing of confined water, as
observed by x-ray diffraction measurements [98, 99], gives rise to the cubic ice phase instead
of the ordinary hexagonal ice.

5. Discussion

We have shown that it is possible to induce the sequential freezing and melting of a monolayer
and a bilayer of water by varying the distance between the confining walls. Particles under
confinement exhibit large oscillations in density, which in turn correlate with oscillations in
the solvation forces, as a function of H , associated with transitions between consecutive
layers. Since ordinary ice, Ih, is sensitive to density (e.g. melting can be induced upon
increasing the pressure), the alternation of water and ice phases as a function of H in confined
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Figure 13. The oxygen–oxygen pair correlation function for the two phases of ice found at
A = 46.24 (cubic ice) and 36.00 nm 2 (high-density rhombic ice). Also plotted is the pair correlation
function for a system of these phases in coexistence, A = 40.96 nm2 (shown in figure 12). The
high-density rhombic ice is characterized by a hump at r = 0.37 nm.

geometries can be understood in terms of the oscillations in density. However, since the
space is inhomogeneous and is divided into lateral and transverse subspaces, the density
itself does not serve as a suitable thermodynamic variable. The crystalline phase of water
requires the formation of an extensive hydrogen bonding network. The energy of a hydrogen
bond is sensitive to variation in the bond length and bond angle [100]. Therefore, the space
within which the system is confined needs to allow a suitable geometry for optimal hydrogen
bond formation so that the enthalpy gain overcomes the entropy loss of the freezing process.
Indeed it is shown that a monolayer of water can only freeze under ambient conditions
when it is coupled to a linear buckling transition. By exploiting an ordered out-of-plane
displacement of the molecules in the buckled phase the distortion of the hydrogen bonds
is minimized. Experimental support for such a phenomenon comes from studies using a
mercury/water/mercury tunnel junction at T = 265 K where it was found that the Young’s
modulus of two-dimensional ice shows a maximum value (of ∼20% of bulk ice Ih) with a strong
discontinuity as H is increased from 0.50 to 0.80 nm [60]. An optimal distance between the
confining walls was also necessary for crystallization to take place in a bilayer and a trilayer
of liquid water. In the later case, application of an electric field in the direction parallel to the
walls was needed. This shows that the synergistic effects of confinement and electric fields can
be used in concert to manipulate the properties of water, which may have possible applications
such as in manipulating solutions within high-density microfluidic chips [101].

The transitions that we observed of the freezing and melting of water confined to a slab
geometry are first order [37, 61], similar to that observed in the bulk. However, the character of
the melting transition in such quasi-two-dimensional systems is proposed to be fundamentally
different from that in three dimensions. The different behaviour emerges as a consequence
of the loss of long range translational order (in the limit r → ∞) of a two-dimensional
solid [102–106]. According to the Kosterlitz–Thouless–Halperin–Nelson–Young (KTHNY)
theory [107–111], two-dimensional solids melt via two sequential continuous phase transitions.
It predicts a new phase between the liquid phase and the solid phase, the so-called hexatic
phase. The KTHNY theory of melting in two dimensions is not based on any particular choice
of intermolecular potential energy function; it remains valid for any system which can be
characterized as a deformable elastic medium. However, the transition sequence described is
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not the only possible mechanism for two-dimensional melting. For example, it is in principle
possible for the KTHNY scenario to be pre-empted by grain boundary induced melting, as has
been suggested by Chui [112]. In this case, the melting is predicted to be direct first order. In
the confined water systems that we studied, this mechanism is more suitable for describing the
melting/freezing process.

There is a fundamental difference between the amorphous structure of the liquid phase
and the ordered structure of the crystalline phase. Nevertheless, it has been argued that this
difference is only in the degree of order rather than a qualitative difference [113]. Thus, the
solid and the liquid states of matter share the same local (short range) structure. A phase
transition between two liquid phases in a one-component system is possible if the local order
of the two liquid phases is different. Thus, if the system supports two different solid structures
(normally two that differ in density) then it is reasonable to expect a liquid–liquid transition.
Two crystalline phases of water were observed for a trilayer system under the action of an
electric field. The local structure of the two ice phases found is similar to the local structure of
the two phases of bilayer of liquid water found in the absence of an external field. The difference
between the two liquid phases is in the local ordering at the level of the second shell of nearest
neighbours and in the transverse density profile. In both the liquid and solid phases at high
densities, the second peak, which gives information about the local arrangement of the oxygen
atoms, is shifted toward lower values of interparticle separation (r ∼ 0.37–0.41 nm). In these
phases, larger distortions of hydrogen bond angles are observed. However, the first peak in the
radial distribution function is hardly affected by the density increase. This similarity between
the local structure of the liquid phase and the short range structure of the solid phase might be
stronger in water due to the deep attractive well characteristic of hydrogen bond interactions.

Studies of water confined to a pore of Vycor glass indicate that the nature of the dynamics
of the water in the first two layers from the substrate is different to that of bulk liquid
water [114, 115]. In particular, it is found that the confined water exhibits similarities in
dynamics to that observed in glass forming liquids [116]. A third dynamical relaxation
time appears at intermediate times due to the cage effect. In addition, the single-particle
displacement distribution deviates from Gaussian form, indicating correlated motions in the
system. The origin of this behaviour could be the spatial geometry of the system and/or the
interactions of the water molecules with the surface. Very similar behaviour has been observed
experimentally in a quasi-two-dimensional colloid suspension [117, 118] and computationally
for hard spheres and Lennard-Jones particles [119–122]. However, in the simulations of
water confined to a slab geometry with weak water–wall interactions such behaviour was not
observed under ambient conditions [37]. Therefore, it seems that fundamental dynamical and
thermodynamical properties of water confined only by geometrical constraints can be altered
by the presence of surfaces that form hydrogen bond interactions with the water molecules.
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